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Abstract – The study examines the challenges of mitigating biases 

in AI training data within Sub-Saharan Africa. A qualitative research ap-

proach with semi-structured interviews was employed to gather insights 

from eight participants with law, IT, and academic background. Thematic 

analysis was utilised to categorise the data into key themes, revealing 

insights into the complexities of developing fair AI technologies that re-

flect the socio-cultural diversity of the region. The findings emphasise 

the importance of incorporating local values and ethical considerations 

into AI development and highlight the need for enhanced collaborative 

efforts to establish resilient, culturally sensitive AI governance frame-

works. The research contributes to the broader discourse on ethical AI 

deployment in diverse global contexts. 
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1. Introduction 

Machine learning relies on training data to build models for accurate pre-

diction and classification. However, a significant challenge in machine learn-

ing is the president of biases in training data (Gerard, 2020). Data biases can 

lead to unfair or inoculate prediction which may impact the performance and 

reliability of machine learning models. Training data bias refers to systematic 

errors in the data set resulting in unfair, partial, or skewed outcomes when 

algorithms are trained on it. These errors and predispositions can disad-

vantage particular groups based on characteristics like gender, race, social, 

economic status, geography and other distinguishing factors. Errors and pre-

dispositions result from a variety of factors, which may include data that re-

flects historical disparities, subjective labelling techniques, the under or 

overrepresentation of specific groups, and the inclusion of social or cultural 

standards that are not always applicable. Dai et al. (2023) suggest data argu-

mentation, which involves expanding the training data to capture data invari-

ance and increase the sample size as an appropriate approach to mitigate 

biases. 

Training data is the presence of inherent biases that can be encoded in 

embeddings during self-supervised training (Orr et al., 2021). Biases in train-

ing data can affect the performance of machine learning models in scenarios 

where the embeddings do not accurately represent or under-presented ele-

ments in the data. Additionally, class imbalance in the dataset can impact the 

performance of the natural networks for classification tasks (Nolte et al., 

2018). When certain classes are over-represented or under-represented in 

the training data, it can lead to degraded classification performance. Moreo-

ver, the quality and quantity of cleaning data play a role in the effectiveness 

of machine learning models. Qu et al. (2020) argue that limited training data 

can introduce challenges in model training inference, leading to disparities in 

and limited performance.  

Types and sources biases in machine learning models 

Baises in machine learning models can arise from various sources, leading 

to challenges in model performance and fairness. The common type of bias is 

selection bias, where the training data is not representative of the entire pop-

ulation, resulting in a skewed prediction (Singh & Sinha, 2022). In addition, 

algorithmic bias occurs when the machine learning algorithm itself introduces 

discriminatory patterns based on the data it is trained on the source of bias 

(Maeda, 2018). These biases can perpetuate existing inequalities and lead to 

unfair outcomes in decision-making processes. 

Moreover, biases in machine learning models can also stem from the qual-

ity and quantity of training data used to train models. For instance, biases can 

be introduced through labelling, where human annotators may inadvertently 

input their own biases into the training data (Kauwe et al., 2020). Biases can 

emerge from imbalances in the distribution of classes within the dataset lead-

ing to challenges in accurately representing all classes during model training 

(Shang & Wang, 2016; Wang & Deng, 2020). Addressing these biases is crit-

ical to ensure that machine learning models make fair and unbiased 
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predictions across different demographic groups. Furthermore, bias in ma-

chine learning models can also be exacerbated by the lack of diversity in the 

training data, where models trained on homogeneous datasets may fail to 

generalise well to diverse populations, leading to performance disparities 

across different groups (Shi et al., 2018). Additionally, bias can be introduced 

through a feature selection process where certain features may be overem-

phasised or underrepresented, impacting the model prediction predictive ca-

pabilities (Budiman, 2016). 

2. Literature review 

2.1 Technical Challenges in Mitigating Biases 

Detecting biases in datasets is essential for ensuring the fairness and ac-

curacy of machine learning models. The primary obstacle stems from the in-

herent trade-offs between bias mitigation and model performance. Wang et 

al. (2019) note that attempts to correct biases, such as through re-sampling 

or algorithmic fairness approaches, often lead to a decrease in the model's 

predictive accuracy. Correcting biases in training data may increase error 

rates for certain subgroups (Thompson et al., 2021). Thus, the deployment of 

unbiased AI systems in real-world applications may be hampered by the need 

to achieve an optimal balance between the ethical imperative of fairness and 

the technical objective of accuracy. The representation of minority groups in 

datasets is often insufficient, leading to models performing suboptimal for 

these groups compared to their majority counterparts (Gianfrancesco et al., 

2018). This underrepresentation exacerbates existing societal biases, as the 

AI systems are trained on data that do not accurately reflect the diversity of 

the global population. 

Biases in training data evolve as societal norms and values change, making 

continuous monitoring and updating of AI models essential for maintaining 

fairness over time (Chakraborty et al., 2020). Complex machine learning mod-

els often operate as "black boxes," where the decision-making processes are 

not readily understandable by humans. The lack of transparency complicates 

efforts to detect biases, as it obscures the causal pathways through which 

biased decisions are made (Belkacemi et al., 2021). Issues of interpretability 

and transparency hinder the identification of biases within AI models and train-

ing datasets. While technical solutions are essential, their effectiveness is of-

ten contingent upon supportive legal and regulatory frameworks that promote 

fairness and accountability in AI systems (Chakraborty et al., 2020). The reg-

ulatory landscape presents additional complexities in the quest to mitigate bi-

ases in AI. 
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2.2 Challenges in implementing effective legal measures to combat 

biases in AI 

Implementing effective legal measures to combat biases in AI presents 

challenges due to the dynamic and complex nature of AI technologies and the 

data on which they operate. Artificial intelligence systems can manifest biases 

in various ways, influenced by skewed training data, algorithmic design, or the 

objectives set by developers, which may inadvertently reinforce existing social 

inequalities (Barocas & Selbst, 2016). Given the sensitivity and complexity of 

biases, legal frameworks require a comprehensive understanding of techno-

logical processes to effectively mitigate these issues. However, the rapid pace 

of AI development often surpasses the slower, deliberative processes in-

volved in legislative and regulatory framework development, leading to a lag 

in responsive legal measures (Cath et al., 2018). 

Another challenge is the transnational nature of data and AI technologies, 

which complicates jurisdictional authority and the enforceability of legal 

measures. Artificial intelligence systems and the data they use can cross ge-

ographical and jurisdictional boundaries, making it difficult to apply national 

laws effectively. This is particularly relevant in the context of multinational cor-

porations that operate across different legal regimes, potentially exploiting 

these gaps to avoid stringent compliance (Koops, 2014; Yeung, 2017 ). The 

need for international cooperation and harmonisation of laws is evident, yet 

achieving consensus among diverse legal systems and cultural norms is in-

herently challenging. Furthermore, the enforcement of laws against biases in 

AI requires robust monitoring and reporting mechanisms, which are often lack-

ing or underdeveloped, especially in jurisdictions with limited technological in-

frastructure (Yeung, 2017). 

Furthermore, the challenge of ensuring that legal measures are both effec-

tive and adaptive is compounded by the inherent opacity of AI algorithms. The 

'black box' nature of many AI systems, where the decision-making processes 

are not transparent, poses a significant barrier to assessing and addressing 

biases (Pasquale, 2015). This lack of transparency not only makes it difficult 

for regulators to pinpoint the source of biases but also hinders efforts to en-

force accountability and remedial actions. Consequently, there is an increas-

ing call for incorporating explainability and transparency requirements into le-

gal frameworks governing AI. However, achieving this balance without stifling 

innovation requires careful consideration, as overly prescriptive regulations 

may limit the development of AI technologies that could offer substantial soci-

etal benefits. 

2.3 Legal frameworks and policies in Africa concerning data protection 

and AI 

The regulatory environment in many African countries remains in its infancy 

despite the rapid proliferation of AI technologies and the attendant need for 

robust data governance mechanisms. A notable exception is the African Un-

ion's Convention on Cyber Security and Personal Data Protection, adopted in 
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2014, which seeks to establish a comprehensive legal framework for cyberse-

curity and data protection across the continent (African Union, 2014). How-

ever, its implementation has been uneven, with only a handful of member 

states ratifying the convention. This reflects a broader trend of fragmented and 

inconsistent legal landscapes, wherein a unified approach to data protection 

and privacy is still emerging. Countries such as South Africa, Kenya, and Ni-

geria have made strides in enacting national data protection laws, yet the de-

gree to which these laws are enforced and their effectiveness in regulating AI 

applications varies widely (Kshetri, 2019; Ademuyiwa & Adeniran, 2020). 

Moreover, the existing legal frameworks in many African countries often lack 

specific provisions addressing the ethical development, deployment, and use 

of AI systems. 

South Africa, for instance, has enacted the Protection of Personal Infor-

mation Act (POPIA) in 2013. While the Act is not explicitly designed to regulate 

AI, POPIA sets a benchmark for data privacy and protection, which indirectly 

influences AI practices by controlling how personal data can be collected, pro-

cessed, and stored. In Kenya, the Data Protection Act of 2019 represents a 

step forward in aligning the country with international data protection stand-

ards, mirroring principles in the European Union's General Data Protection 

Regulation (GDPR). Although the Act primarily focuses on data protection, it 

provides a legal framework that addresses concerns related to data privacy 

and the ethical use of AI. Nigeria's National Digital Economy Policy and Strat-

egy (2020-2030) demonstrates the country's commitment to harnessing digital 

technologies to drive economic growth. The policy highlights the importance 

of developing legal and regulatory frameworks that support the digital econ-

omy while ensuring data protection, privacy, and cybersecurity. Even though 

it is not an AI regulation per se, the strategy acknowledges the critical role of 

AI in achieving the country's digital economy objectives, signalling a move to-

wards more comprehensive AI governance frameworks. 

2.4 The state of AI and data science infrastructure in Africa 

Several African countries are making notable strides in building their AI and 

data science capabilities. Initiatives like the African Institute for Mathematical 

Sciences (AIMS) are offering advanced training in mathematical sciences, in-

cluding data science and machine learning, across multiple African countries. 

These educational programs are instrumental in developing local talent to 

drive AI innovation (Nakatumba-Nabende et al., 2023). Additionally, tech hubs 

and innovation centres across the continent, such as iHub in Nairobi and 

CcHub in Lagos, provide vital support for startups and researchers in AI and 

data science (Ehimuan et al., 2024). These initiatives foster a culture of inno-

vation and collaboration in sub-Saharan Africa.  

In addition, the African Centre of Excellence in Data Science in Rwanda, 

the AI & Data Science Research Group at Makerere University in Uganda, 

Data Science Africa, and the Deep Learning Indaba are structures and training 

programs created to stimulate research and capacity development in AI. The 

availability of large and diverse datasets for training AI models remains a 
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significant challenge. Many African countries lack comprehensive data collec-

tion and management systems, which impedes the development of AI appli-

cations tailored to local needs. Moreover, issues related to data privacy and 

protection are of concern, given the nascent stage of regulatory frameworks 

in many African nations. However, the potential for AI and data science to 

drive socioeconomic development in Africa is immense. 

2.5 The availability, quality, and representativeness of Sub-Saharan 

African data 

The data landscape in Sub-Saharan Africa is marked by significant chal-

lenges related to availability, quality, and representativeness, impacting the 

development and application of AI technologies across the continent. There is 

a scarcity of accessible and reliable data sets that accurately reflect the di-

verse demographics and contexts within African nations. The scarcity is partly 

due to limited digital infrastructure and the lack of comprehensive data collec-

tion and management systems in many countries (Aker & Mbiti, 2010; 

Alzubaidi et al., 2023). Furthermore, the digital divide exacerbates these chal-

lenges, as a significant portion of the population in various African countries 

lacks access to digital technologies. The digital divide leads to gaps in the 

collected data, thus affecting the quality and completeness of datasets. These 

factors contribute to developing AI systems that may not be optimised for local 

contexts, potentially leading to biased outcomes and inefficiencies (Mittelstadt 

et al., 2019). 

Moreover, the representativeness of data is a critical concern, with existing 

datasets often failing to capture the full scale of linguistic, cultural, and socio-

economic diversity present within the continent. This lack of representative-

ness can lead to AI models that perform poorly when deployed in different 

African settings, thereby limiting their effectiveness and applicability. For in-

stance, AI applications in healthcare or agriculture developed using non-rep-

resentative datasets might not account for local disease patterns or crop vari-

eties, diminishing their utility. Efforts to address these issues involve enhanc-

ing data collection methodologies to ensure broader inclusivity and employing 

advanced machine learning techniques to compensate for data imbalances. 

Nevertheless, the path forward requires a concerted effort from governments, 

the private sector, and international partners to build robust digital ecosystems 

to generate high-quality, representative data for AI and other technological 

applications in Africa (Ehimuan et al., 2024). 

3. Methodology 

The research methodology for this study utilised a qualitative approach, fo-

cusing on semi-structured interviews with eight experts in AI development, 

legal expertise, and academia. These participants were selected for their deep 

knowledge and active involvement in AI. The interviews aimed to gather di-

verse insights on the challenges and strategies for addressing biases in AI 
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training data across different sectors. Data from the interviews were analysed 

using thematic analysis, which allowed for the identification and interpretation 

of key themes from the discussions. The process involved data familiarisation, 

initial coding, searching for themes, reviewing themes, and finally defining and 

naming the themes. This structured approach ensured that the findings were 

based on the actual data provided by the participants, facilitating a grounded 

understanding of the complex issues surrounding AI bias mitigation in Sub-

Saharan Africa. 

 

4.  Results and discussion 

Word cloud (Fig:1) provides a visual representation of the frequency of 

words mentioned, with words like biases, fairness, ethical, legal, standards 

and jurisdictions being prominent, reflecting the participant’s views on the 

technical and legal challenges in mitigating biases in AI training data. 

 

 
Figure 1: Word cloud 

 4.1 Technical challenges in mitigating biases 

 4.1.1 Data scarcity 

The challenge of mitigating biases in AI models is pronounced in regions 

like Sub-Saharan Africa, where data scarcity for underrepresented groups is 

a significant issue. The scarcity stems from the limited digital infrastructure 

and the lack of diverse data collection initiatives, leading to datasets that do 

not fully capture the demographic and cultural diversity of the region. Efforts 

to correct these biases by augmenting datasets or modifying algorithms must 

be carefully managed to avoid introducing new biases. Correcting biases in 

training data may be complicated by the dynamic nature of societal norms and 

values across different African societies. As these norms and values evolve, 

http://www.ijarbm.org/


 

Mitigating Biases in Training Data: Technical and Legal Challenges for Sub-Saharan 
Africa. 

 

IJARBM – International Journal of Applied Research in Business and Management 
Vol. 05 / Issue 01, pp. 209-224, January 2024 

ISSN: 2700-8983 | an Open Access Journal by Wohllebe & Ross Publishing 

This paper is available online 
at 

www.ijarbm.org   

continuous adjustment and localisation of mitigation strategies become cru-

cial, necessitating a tailored approach that considers the unique socio-cultural 

context of Sub-Saharan Africa (Ogbonnaya-Ogburu et al., 2020). 

“There is the issue of data scarcity for certain groups, making it difficult to 

correct biases without overcompensating and introducing new biases be-

cause of the dynamic nature of bias…as societal norms and values evolve, it 

will require continuous adjustment of mitigation approaches” (#5). 

Adapting bias mitigation strategies to the evolving societal norms in Sub-

Saharan Africa requires flexible models. This requires a proactive engage-

ment with local communities to understand the changing landscape of fairness 

and representation and to develop AI systems responsive to these shifts. Such 

engagement can inform the development of adaptive models capable of self-

assessment and adjustment in response to identified biases of the region. 

However, operationalising these adaptive, context-aware models within the 

technological and infrastructural constraints in many parts of Sub-Saharan Af-

rica poses a complexity regarding local knowledge and resources. 

 

4.1.2 Model complexity and interpretability 

The trade-off between model complexity and interpretability presents a 

challenge when auditing for biases in artificial intelligence. The challenge is 

acutely felt in Sub-Saharan Africa, where the diversity of languages, cultures, 

and socio-economic conditions necessitates AI models that are both sophisti-

cated and interpretable. While complex models may capture the intricacies of 

diverse datasets more accurately, they become less transparent, making it 

difficult to identify and eliminate biases (Raji & Buolamwini, 2019). The com-

plexity impedes efforts to ensure that AI systems are fair and equitable across 

all demographics in regions like Sub-Saharan Africa, where digital technolo-

gies have the potential to impact societal development. 

“A limitation may emanate from a compromise between model complexity 

and interpretability because more complex models are harder to audit for bi-

ases…mitigating these biases often requires simplifying models or accepting 

higher error rates for certain groups, which can compromise overall perfor-

mance” (#2). 

 Mitigating biases in training data in complex models may involve a trade-

off either by simplifying the models to enhance interpretability or by accepting 

higher error rates for certain groups to maintain model complexity. In Sub-

Saharan Africa, simplified models may not adequately capture the rich, di-

verse datasets representative of the region's population, leading to biased out-

comes that can exacerbate existing inequalities. However, accepting higher 

error rates for marginalised groups can further entrench disparities in access 

to services and opportunities facilitated by AI technologies (Mohamed et al., 

2020).  

 

4.1.3 Lack of standardised benchmarks on fairness 

The lack of established benchmarks defining acceptable fairness hinders 

initiatives to achieve fairness in machine learning (ML) and artificial intelli-

gence (AI) systems. The absence of benchmarks reflects a broader challenge 
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because of the complex nature of fairness, which varies across contexts, cul-

tures, and legal systems. Dwork et al. (2012) and Nakao et al. (2022) argue 

that fairness cannot be distilled into a single metric or definition but rather 

should be understood as a spectrum of considerations that balance societal 

values, individual rights, and the technical constraints of AI systems. The rapid 

pace of technological advancement leads to a scenario where practitioners 

often rely on ad-hoc measures to assess fairness (Barocas et al., 2023).  

“There is a lack of standardised benchmarks for what constitutes accepta-

ble fairness and the complex trade-offs between competing legal and ethical 

objectives…for example, the ethical collection and use of diverse data in 

which you must navigate the tightrope of enhancing representation without 

infringing on privacy” (#3). 

The ethical collection and utilisation of data to enhance representation with-

out violating privacy rights reveals the intricate balance required to develop 

equitable AI systems. Efforts to improve the diversity of datasets are a deci-

sive step toward mitigating biases but must be weighed against the potential 

risks to privacy and consent. This is true for marginalised groups that may be 

disproportionately impacted by data misuse. Kasy and Abebe (2021) note that 

while inclusive data practices are essential for fairness, they must not infringe 

upon individual rights to privacy. The trade-off is exacerbated by varying 

global data protection and privacy standards, which set stringent data han-

dling guidelines that may inadvertently constrain efforts to collect diverse da-

tasets (Veale & Binns, 2017). The development of universally accepted 

benchmarks for fairness in AI is a technical, ethical, and philosophical endeav-

our that requires broad consensus among stakeholders. 

4.2 Technical approaches in mitigating bias in training data 

4.2.1 Bias audits and compliance checks 

Bias audits and compliance checks against established fairness standards 

represent pivotal methodologies in mitigating biases in AI systems. The de-

ployment of AI technologies must be carefully audited to ensure they do not 

exacerbate existing inequalities or introduce new forms of discrimination (Raji 

& Buolamwini, 2019). By implementing rigorous bias audits, organisations can 

systematically assess the fairness of their AI systems, identifying and ad-

dressing potential biases that may disproportionately affect marginalised or 

underrepresented groups.  

“Bias audits and compliance checks against established fairness standards 

have been effective technical methodologies for identifying and addressing 

biases…these practices are essential for ensuring AI systems adhere to ethi-

cal norms and legal requirements regarding discrimination and fairness” (#8). 

Compliance checks against established fairness standards ensure that AI 

systems meet ethical norms and legal requirements. This is fundamental in 

fostering trust and acceptance of AI technologies within diverse communities 

across Sub-Saharan Africa. However, the effectiveness of bias audits and 

compliance checks hinges on the availability and applicability of fairness 

standards that resonate with the cultural and socio-economic realities of Sub-
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Saharan Africa. Current standards, often developed in Western contexts, may 

fail to capture fairness and discrimination encountered in the region (Mo-

hamed et al., 2020). 

 

4.2.2 Algorithmic fairness approaches 

Algorithmic fairness approaches, like fair representation learning, have 

emerged as potent methodologies for addressing biases within AI systems by 

learning data representations invariant to biased attributes. The technique is 

pertinent in Sub-Saharan Africa, where diverse socio-cultural dynamics ne-

cessitate AI models that fairly represent the region's myriad communities. 

These approaches aim to provide more equal outcomes across multiple AI 

applications, such as healthcare diagnostics and financial services, by ab-

stracting features in a way that reduces the influence of biased attributes (Ze-

mel et al., 2013; Starke et al., 2022). The effectiveness of such methodologies 

in Sub-Saharan Africa hinges on their ability to encapsulate the diverse un-

derstanding of fairness within the region. 

“Algorithmic fairness approaches, such as fair representation learning, can 

be employed to correct biases in training data because these methodologies 

learn representations of the data invariant to the biased attributes to ensure 

that the downstream tasks do not perpetuate or exacerbate biases” (#1).  

Advancing algorithmic fairness in Sub-Saharan Africa requires continuous 

innovation and research tailored to the region's specific needs and challenges. 

However, the scarcity of localised data that accurately reflects the continent's 

diverse populations is necessary for training algorithms that are truly repre-

sentative and unbiased (Sambasivan et al., 2021). Moreover, the complexity 

inherent in discerning and quantifying biased attributes within these datasets 

necessitates a deep understanding of the local socio-cultural structure.  

4.3 Legal challenges in mitigating biases  

4.3.1 Rapid technological advancements 

The inconsistency between the rapid pace of technological advancements 

in AI and the slower evolution of regulatory frameworks is a global challenge. 

Sub-Saharan Africa faces unique challenges in crafting and updating regula-

tions that can keep pace with AI advancements because of the diverse socio-

economic landscapes and varying levels of technological adoption. The agility 

of technological innovation often surpasses the capacity of existing legal sys-

tems to provide timely and effective oversight. The lag in regulatory implemen-

tation can lead to a regulatory vacuum where emerging AI applications oper-

ate without comprehensive guidance. This scenario can result in ethical di-

lemmas and governance issues that may hinder the potential benefits of AI 

technologies or exacerbate existing inequalities (Karimi et al., 2018). The 

need for regulatory frameworks that are both flexible and robust enough to 

adapt to new developments in AI is critical to ensuring these technologies are 

deployed responsibly and equitably across the continent. 

“The lag between rapid technological advancements and regulatory up-

dates makes it difficult for existing laws to govern emerging AI applications. 
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The gap between the agility of technological innovation and the rigidity of legal 

frameworks makes timely regulation difficult” (#6). 

The disparity in legal and institutional capacities across Sub-Saharan Africa 

exacerbates the lag in regulation updates compared to technological develop-

ments. While some countries may possess the infrastructural and regulatory 

foundation to keep pace with AI developments, others may lack the necessary 

resources or expertise, leading to disparities in governance and oversight of 

AI technologies. The inconsistency can impede the harmonisation of AI regu-

lations across the region, potentially creating barriers to cross-border techno-

logical collaboration and innovation. Moreover, the absence of region-wide 

standards for AI ethics and governance may leave vulnerable populations at 

risk of harm from unregulated AI applications (Ntoutsi et al., 2020).  

 

4.3.2 Lack of global consensus on ethical norms 

The lack of global consensus on ethical norms impedes harmonising legal 

standards across jurisdictions, especially in AI. The challenge is acutely felt in 

Sub-Saharan Africa because the region is characterised by a rich tapestry of 

cultures, languages, and legal systems. As AI technologies continue to per-

meate various aspects of society, the diversity within the region makes estab-

lishing uniform ethical guidelines and legal frameworks challenging (Jobin et 

al., 2019). The disparity between broad ethical principles and their legal inter-

pretations across different countries exacerbates the difficulty of implementing 

AI governance that is effective and culturally sensitive. This dissonance ham-

pers the development of AI technologies that are equitable and just but also 

restricts the ability of nations within the region to collaborate on AI initiatives 

and share technological advancements. 

“A notable challenge is the lack of global consensus on ethical norms, which 

makes it difficult to harmonise legal standards across jurisdictions. This leads 

to a mismatch between the broad ethical principles and the legal interpreta-

tions” (#4). 

The absence of a global consensus on ethical norms for AI is complicated 

by the rapid pace of technological innovation which often surpasses the ability 

of regulatory bodies to adapt. In Sub-Saharan Africa, where regulatory capac-

ities and digital infrastructures may vary significantly across countries, aligning 

emerging AI applications with existing legal norms becomes an even more 

daunting task (Floridi & Cowls, 2022). This misalignment can lead to situations 

where AI technologies are deployed without adequate oversight, potentially 

resulting in ethical breaches and societal harm. Moreover, the varied interpre-

tations of ethical principles across the region necessitate a flexible approach 

that can accommodate diverse values and ethical considerations while ensur-

ing the responsible development and deployment of AI systems. 

 

4.3.3 Interpretations of fairness 

The diversity of cultural norms and legal systems across Sub-Saharan Af-

rica and the wider world presents a significant challenge to the global deploy-

ment of AI technologies. The concept of fairness, a cornerstone in the ethical 

development and application of AI, is subject to varying interpretations 
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depending on cultural and jurisdictional contexts. This variability complicates 

the creation of universally applicable AI systems, as what is considered fair in 

one region may not hold the same meaning in another. For instance, a study 

conducted by Mhlambi (2020) highlighted how Western-centric AI ethics 

frameworks may not adequately address or respect the values and societal 

norms prevalent in Sub-Saharan Africa.  

“The varying interpretations of fairness across different cultures and juris-

dictions can lead to conflicts in global AI applications because of the fragmen-

tation of legal standards across jurisdictions, complicating the global deploy-

ment of AI and the consistent implementation of bias mitigation strategies” 

(#7). 

The fragmented legal framework poses a challenge for multinational corpo-

rations and global AI initiatives seeking to deploy technologies across Sub-

Saharan Africa. The lack of harmonised legal standards means that AI devel-

opers must navigate a patchwork of regulations, which can hinder the efficient 

and equitable distribution of AI technologies. Moreover, the attempt to imple-

ment bias mitigation strategies that align with diverse legal and cultural stand-

ards can lead to inconsistent applications of AI. Some bias mitigation strate-

gies can exacerbate existing inequalities or introduce new forms of bias (Ben-

jamin, 2019). The resulting conflicts undermine the trust in and the efficacy of 

AI systems but also pose a risk to the societal acceptance of these technolo-

gies, especially in regions with a deep mistrust of systems perceived as for-

eign or neo-colonial. 

5. Conclusion and recommendations  

The study reveals the challenges of mitigating biases in AI training data 

within Sub-Saharan Africa, where technological advancement intersects with 

diverse socio-cultural diversity. The pervasive issues of data scarcity, model 

complexity versus interpretability, and the absence of standardised bench-

marks for fairness pose significant obstacles. These technical challenges are 

further compounded by the evolving societal norms and the sticky regulatory 

frameworks, which struggle to keep pace with rapid technological advance-

ments. The findings emphasise the need for ongoing adaptation of bias miti-

gation strategies sensitive to the local context and responsive to global tech-

nological trends. 

Bias mitigation strategies should include enhancing collaborative efforts 

among governments and all the stakeholders to improve the diversity and ac-

curacy of data collection, reflecting the true demographic and cultural diversity 

of Sub-Saharan Africa. Moreover, there is an urgent need to establish local-

ised fairness benchmarks developed in consultation with various stakehold-

ers, including local communities, to ensure they embody the region's diverse 

ethical and cultural standards. Additionally, these efforts should be supported 

by significant investments in strengthening the regulatory frameworks within 

the region, coupled with robust capacity-building initiatives that empower local 

policymakers, AI developers, and regulatory bodies with the necessary 
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expertise to navigate the complexities of AI deployment. These initiatives will 

be necessary for ensuring that AI technologies not only advance technological 

progress but also reinforce the ethical, legal, and social frameworks that sup-

port equitable development across Sub-Saharan Africa. 
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